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ABSTRACT We propose a framework for tracking arbitrary complex cell boundary movements, relying on a unique definition
of protrusion and retraction as the pathlength a virtual edge marker traverses when moving continuously perpendicular to the
cell boundary. We introduce the level set method as a numerical scheme to reconstruct continuous boundary movement in time-
lapse image sequences with finite time sampling. For moderately complex movements, we describe a numerically less
expensive method that satisfactorily approximates the definition. Densely sampled protrusion and retraction rates were
accumulated in space-time charts revealing distinct morphodynamic states. Applying this technique to the profiling of epithelial
cell protrusion we identified three different states. In the I-state, long cell edge sectors are synchronized in cycles of protrusion
and retraction. In the V-state random bursts of protrusion initiate protrusion waves propagating transversally in both directions.
Cells switch between both states dependent on the Rac1 activation level. Furthermore, the persistence of transversal waves
in the V-state depends on Arp2/3 concentration. Inhibition of PAK shifts cells into a l-state where continuous protrusion
is occasionally interrupted by self-propagating ruffles. Our data support a model where activation of Rac1 mediates the
propagation of protrusion waves, whose persistence depends on the relative abundance of activated Arp2/3 and polymerizable
G-actin.

INTRODUCTION

Cell morphology is the complex output of interconnected

mechanical and regulatory networks. The driving machinery

of cell morphology, the cytoskeleton, is critical for a variety

of cell functions such as cell migration, proliferation, and

apoptosis. Therefore, cell morphology is widely used as the

readout of cell states in investigations of molecular pathways

that affect cell functions via the cytoskeleton. Surprisingly,

however, rigorous methodology to analyze the morphology

of cells is lacking. Most studies that identify molecular

functions based on morphological phenotypes rely on

relatively simple and ad hoc approaches, where cell morphol-

ogy is evaluated according to the judgment of the observer.

The lack of more objective measures may be explained with

the challenges to define unique morphological signatures

that pinpoint functionally relevant differences between a vast

variety of cell shapes and dynamics.

One of the obvious functions where readouts of morpho-

logical behavior have been exploited is migration. Using a

computer-assisted segmentation of the complete three-

dimensional cell surface, Wessels and Soll developed a

tool to distinguish the effects of mutations of different

molecular pathways involved in the migration of Dictyos-
telium discoideum (1,2). The crucial point in these studies

was to extract morphological descriptors with optimal

discrimination power from the three-dimensionally recon-

structed cell. Although a large number of elaborate shape

descriptors were used, no attempt was made to characterize

cell migration as a dynamic process and to define descriptors

that capture different modes of cell shape evolution over

time. Intuitively, the shape evolution should be the most in-

formative indicator of different molecular mechanisms related

to cell migration.

Such morphodynamic measures have been used on a more

local level to dissect pathways involved in cell protrusion

activity. In many cases it is quite easy to extract the cell

contour from images, allowing contour-based analysis of

morphological dynamics. For example,Waterman-Storer et al.

(3) used the ratio of protrusive to quiescent cell perimeter

as a measure of protrusion activity. Alternatively, once the

cell contour is identified, rates of protrusion can also be

estimated based on the binary difference image of the cell

area between consecutive time points. This approach was

applied in recent studies of cell spreading dynamics (4), actin

transport to protruding lamellipodia (5), the formation of

filopodia downstream of SCAR (6), and the role of cofilin as

a promoter of actin polymerization leading to protrusion

(7). Although the cell area difference allows a consistent

estimation of morphological changes, it cannot differentiate

between fundamentally different modes of protrusion

(Fig. 1, A–C).
Alternatively, protrusion rates can be measured at multiple

locations of the cell boundary. Rottner et al. (8) studied the

role of VASP activation in protrusion dynamics by placing

segments (typically 2–5-mm wide) normal to the boundary

and measuring the displacement of the boundary inside the

segments. An intensity measurement of GFP-VASP in the

same segment provided information on the coupling between

protein activity and protrusion. Using the same approach,

Rotsch et al. (9) related protrusion dynamics to the local

elasticity of the adjacent cytoskeleton. Instead of direct

displacement tracking, the cell boundary can be analyzed

Submitted August 9, 2005, and accepted for publication November 7, 2005.

Address reprint requests to G. Danuser, Tel.: 858-784-7096; Fax: 858-784-

7103; E-mail: gdanuser@scripps.edu.

� 2006 by the Biophysical Society

0006-3495/06/02/1439/14 $2.00 doi: 10.1529/biophysj.105.070383

Biophysical Journal Volume 90 February 2006 1439–1452 1439



with kymographs. Totsukawa et al. (10) used this method to

identify the differential roles of MLCK and ROCK in

regulating membrane protrusion, and Bear et al. (11) used it

to investigate the role of Ena/VASP proteins in fibroblast

protrusion and motility regulation. Hinz et al. (12) applied

kymograph analysis to derive lamellipodia protrusion ve-

locity and switching frequency between protrusion and

retraction to quantify cell dynamics. The major shortcoming

in all these approaches is that the local direction of the

boundary displacement or the kymograph orientation has to

be set manually. Apart from being tedious, this can be

ambiguous in regions with strong boundary deformation

(Fig. 1D). The problem is alleviated for special cases such as

for cell spreading assays where cells tend to have a circular

outline. Under these conditions, protrusion can be estimated

as the radial boundary displacement in a polar coordinate

system with the origin in the cell center (13). Automation of

the displacement measurement becomes straightforward,

allowing protrusion analysis with high temporal and spatial

resolution. However, this approach does not work for cells

with more complex shapes and morphological dynamics

(Fig. 1 E).
An obvious way to estimate morphological changes would

be to track the displacement of individual markers on the cell

boundary. Apart from the difficulty of identifying such

membrane markers, the membrane itself is a very dynamic

structure, so that tracks of individual membrane domains,

like clusters of fluorescently labeled receptors, do not neces-

sarily report cell morphological changes.

In view of the limitations of these existing approaches

we decided to establish novel measures of protrusion and

retraction activity to investigate the spatial and temporal

coordination of cell boundary dynamics and to link it to

specific molecular pathways via intervention studies. The

goal was to track these morphological changes of the cell

boundary in an automated fashion and with high resolution.

In the following section we propose two methods to track

cell boundary displacements of arbitrary complexity with

theoretically unlimited resolution. By accumulating dense

displacement measurements along the cell edge over many

frames in space-time maps, we were able to identify clearly

distinguishable morphodynamic phenotypes despite the

seemingly chaotic protrusion activity of many migrating

cells. We exploited this possibility to classify the dynamics

of leading edge movement in polarized epithelial cells,

where we discovered oscillatory patterns of protrusion and

retraction. Oscillations were in synchrony over long sectors

of the cell edge or propagated transversally, dependent on the

level of active Rac1. We also found the patterns varying with

different levels of Arp2/3 and PAK activity, supporting a

model that relates the morphodynamics of protruding edges

to regulatory elements of actin polymerization in a network

dominated by dendritic nucleation (14).

METHODS

Definition of protrusion and retraction

Our tracking method distinguishes between the tangential and normal

components of boundary displacement. The tangential component does not

contribute to the movement of the cell boundary. Therefore, we define cell

protrusion and retraction as the boundary velocity in the direction normal to

the cell boundary (Def. 1).

Given a sequence of cell boundaries extracted from a time-lapse series of

cell images, protrusion and retraction rates are thus obtained by measuring

the local boundary displacement according to Def. 1 and multiplying it with

the frame rate. If the frame rate is sufficiently high the measurement is

straightforward and a unique solution can be found. In practice, however, the

time resolution is generally not sufficient to apply Def. 1 directly (Fig. 2 A).

In the following sections we present two methods for displacement

measurements between two arbitrary shaped curves. The central idea of

the first method is to reconstruct the evolution of the cell boundary between

two consecutive frames so that Def. 1 can be applied in a continuous fashion

thereby avoiding the generation of topological conflicts (Fig. 2 B). In the

second method we propose to slightly relax Def. 1 to obtain a simpler

algorithm without the need to reconstruct the boundary evolution.

FIGURE 1 Problems of quantifying

cell morphological changes (A–C). A

frequently used measure of morpholog-

ical changes is the cell area difference A

between two time points. This param-

eter cannot capture local variations in

the cell shape and thus is incapable of

distinguishing many obvious morpho-

dynamic phenotypes. (D) Morphologi-

cal changes quantified by pointwise

measurement of boundary displace-

ments. The main difficulty of this

method is defining the direction of

displacement. In areas of strong bound-

ary deformation, the normal direction is

not meaningful (arrowhead 1) and any

other choice is arbitrary (arrowhead 2). (E) Morphological changes in polar coordinates are measured by length variations of the radial coordinate r. For
noncircular cell outlines this measurement is not unique (arrowhead 1) and the spatial resolution of the measurement varies substantially (arrowhead 2). (F)

We propose a coordinate system based on the run length s of the boundary to avoid the polar coordinate-associated problems. Image courtesy of P. Nalbant.

1440 Machacek and Danuser

Biophysical Journal 90(4) 1439–1452



Protrusion and retraction estimation by
boundary evolution between two time points:
level set method

The level set method (LSM) is a well-established method for the description

of complex boundaries and their evolution. It was originally introduced by

Osher and Sethian (15) and has since been applied to a wide range of

problems in fluid dynamics, combustion, image processing, material

sciences, control theory, and others. The LSM has two crucial properties

that allow performing cell morphodynamic measurements according to Def.

1: i), it can efficiently handle complex boundaries, and ii), it continuously

propagates them in their normal direction.

Given the cell boundaries (GT; GT11) in two consecutive frames at T and

T 1 1, the LSM provides the means to propagate the boundary GT until it

aligns with GT11: This yields intermediate cell boundaries on which we can

define a set of evolving markers whose integrated paths represent a measure

for the local boundary displacement (Fig. 2 B). Our starting point is the two-
dimensional cell boundary GTðx; yÞ 2 R2. Following the LSM, GT is

embedded into a three-dimensional surface fTðx; yÞ 2 R3; called the level

set, which is defined as the distance function to GT; i.e., the value of fT at a

location (x,y) is given by the distance to the closest point of the boundary

GTðx; yÞ(Fig. 3). Locations inside the cell have positive distance values;

locations outside have negative values. The level set at T 1 1 is constructed

in the same fashion. Once fT and fT11 are calculated fT is propagated into

fT11 by the evolution equation

@ftðx; y; tÞ
@t

1Fðft; tÞj=ftðx; y; tÞj ¼ 0;

ftðx; y; t ¼ TÞ ¼ fTðx; yÞ; (1)

where F is the speed of the level set. From Eq. 1 we obtain the level set

evolution ft; t 2 ½T;T11�; from which the cell boundary Gt at any

intermediate time point t can be retrieved as the zero level of the level set

GðtÞ ¼ fðx; yÞjftðx; y; tÞ ¼ 0g: (2)

Notice that Eq. 1 constricts surface changes to the direction of the surface

gradient. This applies, of course, also to the evolution of the zero level, so that

the propagation of GT into GT11 intrinsically follows our definition of

protrusive and retractive deformation of the plasma membrane evolving

continuously in the direction perpendicular to the cell boundary. Movie 1 in

Supplementary Material exemplifies the concept of boundary evolution by the

LSM for the test case of an ellipse mapped on a second ellipse rotated by 90�.
The crucial step in LSM is to choose an adequate speed function F so that

the cell boundary Gt evolves with desired characteristics and converges to

the boundary GT11 at the next frame, i.e.:

lim
ft/fT11

F ¼ 0" ðx; yÞ: (3)

The simplest speed function that satisfies Eq. 3 moves the cell boundary

at a speed proportional to its distance from the boundary at the next time

point:

Fd ¼ ft � fT11: (4)

After obtaining the boundary evolution, a set of N markers

ðxTi ; yTi Þ; i ¼ 1::N is defined on GT; and their paths from GT to GT11 are

calculated by integrating the orthogonally propagated steps ðxti ; ytiÞ/
ðxt11

i ; yt11
i Þ; t ¼ T::T11; i ¼ 1::N (Def. 1). Fig. 4 gives a summary of the

steps involved in computing the boundary displacement based on the bound-

ary evolution as estimated by the LSM.

Numerical procedure

Numerical schemes to solve Eq. 1 are well established (16–18). We used a

finite difference scheme because of the moderate implementation complex-

ity and relatively high computational efficiency. The term in Eq. 1 containing

the spatial derivatives was approximated by a second-order scheme as

described in Osher and Sethian (15). Time integration was achieved with a

forth-order Runge-Kutta scheme with adaptable time step. The grid size has

to be chosen such that the cell outline is resolved with sufficient detail. A

resolution increase beyond this point will not improve the accuracy of

boundary evolution but only prolong the computation unnecessarily. We

found that all cell shapes studied in this article could be satisfactorily

accommodated with a computational grid size of 3 3 3 pixels. For

termination of the level set evolution we computed the Frobenius norm r of
the difference D between the target function fT11 and the propagated level

set function ft;

FIGURE 2 Definition of terms used for the morphodynamic measure-

ments proposed in this article. (Markers) Virtual particles placed on the

boundary at time point T. (Marker path) Trajectory of a marker between T

and T 1 1. Multiplying marker pathlength (displacement) with the frame

rate yields the protrusion and retraction velocities. The difficulty of

morphodynamic measurements is finding a rule to obtain consistent marker

paths for all boundary shapes. (A) Following the normal direction, marker

paths can cross (topological violation). (B) Topological violation is avoided

by using continuous normal propagation of the cell boundary to find

consistent marker paths between T and T 1 1.

FIGURE 3 The principal idea of the level set method. The cell boundary

GT is embedded in the level set function fT; defined as the distance function

of the boundary. To visualize the level set function fT; the distance from the

cell outline is plotted on the z axis. The entire level set is propagated along its

gradient =ft; T# t#T11 according to Eq. 1 and evolved into the level set

fT11 embedding the cell boundary GT11: See Movie 1 in the Supplementary

Material for an animated evolution sequence of the level set function ft

and its corresponding zero level curve Gt:
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r ¼ ðTrðDTDÞÞ1=2; D ¼ fT11 � ft; (5)

where Tr() denotes the trace of a matrix and is defined as the sum of the

matrix diagonal elements. Note that the square of the Frobenius norm r is

equivalent to the square sum of all elements of the difference matrix D.
Therefore, the average difference between the evolving level set and the

target function at each node of the computational grid can be estimated by

r/Ng, where Ng is the number of grid nodes. The norm was compared to a

fixed threshold, below which the evolution procedure was halted. The value

of the threshold was determined empirically to balance computational time

versus accuracy and was set to r ¼ 5 pixels for all experiments.

Protrusion estimation by approximate solution:
mechanical model

We wished to find a simpler and faster-to-implement method that still

generated topologically correct and practically satisfactory results as an

alternative to the LSM. As shown in Fig. 2, the problem of using the normal

direction to estimate boundary displacements is that marker paths can cross.

Specifically, in boundary sections with strong deformations the normal

direction is inappropriate to approximate the true displacement direction.

The intersection of the normal direction with the boundary in the next time

point will either not exist (Fig. 1 D, arrow 1) or locate far from the nearest

boundary position in the next time point, which, in this particular

geometrical configuration, represents the most likely corresponding marker

position. In view of these issues, we formulated our second approach as to

measure boundary displacements in the normal direction, and thus to satisfy

Def. 1, only as long as the topology of the marker paths was preserved. If the

result caused a permutation in the marker sequence we relaxed Def.

1 allowing the marker path to deviate from the normal direction, thus

maintaining the correct marker sequence. To accomplish this, we

constructed a mechanical system with markers connected by two kinds of

springs: torsion springs that enforce the normal direction and linear springs

that avoid the crossover of neighboring marker paths (Fig. 5).

Given the cell boundaries at two consecutive time points T and T1 1, we

defined a set of N spatially fixed markers xTi ¼ ðxTi ;yTi Þ; i ¼ 1::N on the

boundary at T and a corresponding set of N markers xT11
i ; i ¼ 1::N with

unknown positions on the boundary at T 1 1. Together, these indices

defined two marker sets in the same sense of orientation and intrinsically

determined their topology. Preservation of marker topology was enforced by

prohibiting the exchange of positions of any particle pair ðxT11
i xT11

i11 Þ in the

directed sequence. The positions of the markers, and consequently the

protrusion directions, were defined by the equilibrium of the spring system

governed by

S
�
i 1 S

1

i 1W i ¼ 0 i ¼ 1::N; (6)

where S�i and S1i were the linear spring forces between xT11
i�1 and xT11

i and

between xT11
i andxT11

i11 , respectively, and W i was the torsion spring force

between xTi and xT11
i : The direction of the unloaded torsion spring was

chosen normal to the local boundary at T, and the length l of the unloaded
linear springs was chosen to be l¼S/(N�1) where S was the boundary length

between marker 1 and N. The forces are obtained by

S
�
i ¼ ks

���xT11

i � x
T11

i�1

���� l
� �

; (7)

S
1

i ¼ ks

���xT11

i1 1 � x
T11

i

���� l
� �

; (8)

W i ¼ kW=p arccosðaiÞ; (9)

where ai is the angle between the normal to the boundary at xTi and the

displacement direction ðxTi ; xT11
i Þ: Notice that for the calculation of the

torsion spring force in Eq. 9 the distance between xTi and xT11
i is not

accounted. Therefore, our mechanical system does not strictly follow

physical laws. However, we found that this approach yielded the most stable

results. By definition of Eq. 6 any marker i is coupled to the equations of the
neighboring markers i � 1 and i 1 1. The thus-constructed, nonlinear

equation system was solved with a Marquard-Levenberg optimizing

algorithm to estimate the unknown marker positions xT11
i

� �
; i ¼ 1 . . .N:

The only free parameters in this model were the linear spring constant kS
and the torsion spring constant kW: To enforce topological consistency in the

solution, the linear spring constant was designed with two regimes. The first

regime is governed by the constant kS1 for marker pairs in the correct order

and the second regime by the constant kS2 for marker pairs in reverse order.

Extensive numerical experimentation indicated to us that enforcement of

topological consistency is more delicate than marker propagation in the

normal direction. In most situations, preservation of the correct order of

markers implied marker propagations approximately normal to the cell

boundary. Therefore, we chose kS1 ¼ 1; kS2 ¼ 1000; and kW ¼ 0:1 to

penalize topologically wrong solutions and to give the linear springs enforcing

correct order more weight than the torsion springs. This set of parameter

values guaranteed fast convergence to a stable solution with the least tendency

to topological violations independent of the cell boundary shape.

FIGURE 4 Level set algorithm.

FIGURE 5 Measurement of boundary displacement vector (xTi /xT11
i )

by the mechanical method. The position of the marker xT11
i is determined

by the equilibrium of linear spring forces S�i ; S
1
i and a torsion spring force

W i. The torsion spring enforces normal displacement in the direction nTi .
The linear springs enforce regular spacing while maintaining the sequence

order (1,..,i�1,i,i 1 1,. . .N) of markers (topological consistency).
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Cell boundary detection

In this study all cell boundaries were extracted from fluorescence

microscopy data. The boundary line was segmented applying global

threshold level estimation separately to each frame. First, the image was

filtered with a Gauss filter of width s ¼ 1 pixels. The threshold was then

determined based on the intensity histogram of the filtered image. Typically,

cell images obtained from fluorescence microscopy have a multimodal

histogram distribution, where the first mode represents the background and

the higher modes the cell. Therefore, for boundary segmentation it was

sufficient to determine the local minimum between the first and second

intensity modes. To achieve this robustly, nonrelevant extrema caused by

local intensity variations had to be removed. We removed the lowest 0.5% of

the low-intensity pixels and smoothed the histogram (supplemental Fig. 1 A,

Supplementary Material). To avoid a phase shift in the histogram, which

would change the position of the extrema, smoothing was performed

bidirectionally. The Gauss filter width was dependent only on the bit depth

of the image and was set to 3.8 intensity levels for 16-bit images. After

thresholding, the image was filtered with a binary median filter of size 33 3

pixels and the boundary was treated with a disk-shaped closure operator of

size 6 pixels (supplemental Fig. 1, B and C, Supplementary Material). After

filling remaining holes inside the cell area and in the background the

boundary was extracted from the segmented image.

Microscopy and sample preparation

All morphodynamic analyses in this article were performed on previously

published cell images, which we selected due to their specific characteristics

and molecular conditions and which were kindly provided to us by the

authors of these articles.

Cells from all cell types where plated on glass substrates, except MEF/

3T3 cells, which were plated on fibronectin-coated glass coverslips (10 mg/

ml fibronectin for 1 h at 37�C; Sigma, St. Louis, MO). MEF and PtK1 cells

were imaged in F-12 medium with 10% FBS, 25 mM HEPES, and

antibiotics at 37�C. Primary cultures of newt lung epithelial cells were

imaged in half-strength L-15 medium with 10% FCS and antibiotics at room

temperature. Keratocytes were imaged in L-15 medium with 10% FBS and

antibiotic/antimycotic at room temperature.

Further details on microscopy and sample preparation can be found in the

original publications, as referenced in each figure caption: in Salmon et al.

for newt lung epithelial cells (19), in Nalbant et al. for MEF (20), in

Wittmann et al. (21) for PtK1 cells and Rac1 and PAK perturbations, and in

Gupton et al. (22) for the Arp2/3 perturbations. Keratocytes were isolated

from the scales of the central American cichlidHypsophrys nicaraguensis as

described by Kolega et al. (23), with the exception that the scales were

sandwiched between two acid-washed glass 25-mm coverslips.

RESULTS AND DISCUSSION

Test problems

For protrusion and retraction tracking, large displacements

and corrugated cell outlines with spikes such as filopodia

or retraction fibers are the most difficult cases. To test the

stability of the LSM under these conditions two benchmark

tests were devised. The first was used to examine the LSM

on boundaries with strong deformations and the second to

examine the LSM on boundaries with spikes, which, due to

their high curvature at the tip, can cause numerical instabil-

ities. In both test cases the simpler mechanical method failed

because of the strong shape deformation between frames.

Therefore, we compared the two methods on less complex

cell shapes (see next section).

The first test was an ellipse mapped onto a second ellipse

rotated by 90�, so that one part of the ellipse was strongly

protruding while the other part was retracting (Fig. 6). Three

different speed functions were tested:

1. The cell boundary difference speed

Fd ¼ ft � fT11: (10)

2. A sigmoidal function of the cell boundary difference,

which dampens high speeds

Fa ¼ asinhðft � fT11Þ: (11)

3. A speed function controlled by the curvature k of the cell

boundary

Fk ¼ ðft � fT11Þðe1 kÞ; (12)

where k is calculated by a second-order central finite differ-

ence approximation to

k ¼
fxxf

2

y � 2fyfxfxy 1fyyf
2

x

ðf2

x 1f
2

yÞ
3=2 : (13)

According to Eq. 12, regions of the cell boundary with strong

curvature evolve faster than regions with low curvature. This

tends to straighten the boundary and prevents the formation

of high curvature features in the evolution between flat

boundary sections. The constant e, which is set to e ¼ 1=3
for all our experiments, guarantees that concave boundary

sectors do not move away from the target boundary (i.e., the

sign of ðft � fT11Þ is preserved for radii of curvature .3

pixels). The value of e is determined by the computational

grid size, which in our case was set to 3 pixels (see above).

The smallest radius of curvature represented on a grid is the

grid size itself. Therefore, this choice of e imposes correct

boundary motion for any cell shape that can be represented

with the preset numerical resolution.

For all three speed functions, the cell boundary evolved

until it accurately approximated the target shape. Although

there was no significant difference in the protrusion rate

obtained from the different speed functions, the boundary

evolution and consequently the marker paths differed

substantially (Fig. 6 A–G). The reason that the pathlength

is insensitive to the path shape can be explained as follows.

Assuming two straight paths, the difference in the pathlength

can be approximated by d � l ð1=cosðaÞ � 1Þ; where l is the
pathlength and a is the difference in direction of the two

paths. For small angles a the pathlength difference con-

verges to zero since cosðaÞ � 1:
With Fd (Eq. 10), the protruding sector of the boundary

underwent strong lateral dilation, while the retracting sector

was compressed (Fig. 6 A). Apart from the question whether

this amount of lateral membrane deformation is realistic in a

cell, the marker distribution along the protruding section of

the boundary diverged very unequally, lowering locally the

spatial resolution of displacement measurements (Fig. 6 B).
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By using the damped speed function Fa (Eq. 11), the

propagation speed was more equal along the boundary,

reducing the degree of lateral deformation (Fig. 6, C and D).
However, the retracting part developed a corner during its

evolution (Fig. 6 C, arrow 1). Therefore, to simultaneously

obtain a moderate dilation in protruding regions and suppress

the development of shape singularities in retracting regions,

a combination of the damped speed function (Eq. 11) for

protrusions and the curvature-controlled speed function (Eq.

12) for retractions was employed (Fig. 6, E and F). This
combined speed function performed satisfactorily also on a

simulated retraction fiber (Fig. 6, H–J).

Cell protrusion and retraction measurements

Next, we applied the LSM and the mechanical method to track

boundary displacements of migrating mouse embryonic

fibroblasts (MEFs). The magnification was 403 and images

were taken at 1-min intervals. In general, both methods

yielded very similar marker paths (Fig. 7, A and B) and

boundary displacement rates (Fig. 7 C). However, in regions

of strong boundary deformation, the mechanical method failed

to reconstruct a topologically consistent solution (Fig. 7 B,

arrowhead 1). In such cases the protrusion direction can

significantly deviate from the normal direction, and, as a

consequence, the linear springs are too weak compared to the

torsion springs to enforce the correct order of markers along

the boundary. Quite surprisingly, even in these regions the

measured displacement did not substantially differ from the

one obtained with the LSM (Fig. 7 C, arrowhead 1). This
means that displacement measurements are robust against

variations in the direction in which the measurement is taken

even in cases where topological inconsistencies are intro-

duced. However, it is evident that the mechanical method is

more limited and eventually breaks down with strong

boundary deformation. Critically, the point of breakdown is

unknown a priori. In contrast, the LSM has no such inherent

limitations. To illustrate this we measured the boundary

displacement of the same cell but with a time interval of 10

min (Fig. 7,D and E). The close-up view (Fig. 7 F) shows that
even in the areas of strong retraction a consistent solution

without topological confusion was obtained.

In a second test the protrusion and retraction activity at the

leading edge of a PtK1 epithelial cell was analyzed. The

magnification was 1003 and images were taken at 10-s

intervals. Even though the cell boundary was detected with

FIGURE 6 Evaluation of the LSM on two test cases using three different speed functions. The computational grid size was (3,3) pixels and the adaptable

time step of the integrator was on average 0.1. See text for a discussion of the difference in speed functions.
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integer pixel accuracy, both methods resolved displacements

,1 pixel (=67 nm) (Fig. 7 G, inset). The resolution of

displacement measurements is limited by two sources of error

in the detection of the boundary position. The first term is

related to image noise, which is approximately uncorrelated

between pixels. Consequently, the spline filtering used to

interpolate integer positions of segmented boundary pixels

tend to represent the actual edge position with subpixel

accuracy (24). The second error arises from the segmentation

of the cell boundary through a global threshold level.

Depending on the chosen level the detected boundary is

shifted relative to the true edge position. However, because

the threshold level distorts the boundary position equally for

all images, the measurement of boundary displacements

between frames is not affected. We simulated displacements

of synthetic binary objects and found that for shape undula-

tions at a length scale similar to cell edge movements and

noise levels comparable to the data used in this article spline

interpolation provides sensitivity in detecting edge displace-

ments in the range 0.1–0.2 pixels (data not shown). Evidence

for this high sensitivity can also be found in morphodynamic

activity maps of real experiments as introduced below (see

Fig. 10 C). This activity map contains regions with boundary

velocities of 65 nm/s, corresponding to displacements 60.7

pixels per frame. Because these regions describe consistent

patterns that extend over several frames and over many

independently measured locations along the cell boundary,

these data cannot be due to random noise. Measurement noise

FIGURE 7 Evaluation of the LSM and themechanical method on migrating cells. (A–F) Analysis of whole-cell movement of aMEF. Spatial resolution, 314 nm/

pixel. Frame interval, 1 min. Image courtesy of O. Pertz. (A) Marker paths obtained from the LSM. (B) Displacement vectors obtained by the mechanical model. In

the area of high boundary deformation (arrowhead 1), the method fails to deliver a topologically consistent solution. (C) Comparison of the two methods shows

only small differences in the protrusion and retraction rates, despite the topological violation by the mechanical model. (D) Boundary evolution obtained by the

LSM for the same cell but with a frame interval of 10 min. (E) Marker paths. (F) Detail showing the marker paths for a region of high boundary deformation. To

accommodate the strong contraction of the cell membrane during retraction the marker paths became strongly curved and converged. (G,H) High-resolution

analysis of the protruding boundary of a PtK1 cell. Spatial resolution, 67 nm/pixel. Frame interval, 10 s. (G) Displacement vectors obtained by the mechanical

method. (Inset) Displacements of ,1 pixel were resolved. (H) Comparison of protrusion and retraction rates obtained by LSM and mechanical method.
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below the smallest resolvable displacement would lead to

random positional variations of the cell boundary, clearly dis-

tinct from the high spatiotemporal organization of the patterns

found in these activity maps.

To test the accuracy of the cell boundary evolution as

approximated by the LSM we analyzed the boundary

dynamics of a migrating MEF (Fig. 8 A). We calculated

the evolution between time points T ¼ 1 and T ¼ 10 and

compared the propagated boundary lines to the actual

boundary positions at time points T ¼ 2, . . . ,9. We found

that for boundary sections with a unidirectional motion the

approximation was in good qualitative agreement with the

actual boundary movement (Fig. 8, B and C, arrowhead 1).
As expected, for regions where the boundary switched

between protrusion and retraction the LSM failed to

approximate the actual boundary movement (Fig. 8 C,
arrowhead 2). This means that in cases where the frame rate

is sufficient to resolve constant and unidirectional motion,

the LSM gives a good approximation of the true boundary

displacement. This is particularly the case in sections where a

cell exhibits fast and generally unidirectional protrusion or

retraction. These are precisely the sections where the

application of the LSM is most required, because the time

sampling might not be fast enough to capture trajectories of

the high-speed movements. On the other hand, movements

tend to directionally fluctuate in more quiescent sections of

the cell boundary. Here, any simpler method could track the

boundary equally well and the reconstruction of the move-

ment becomes merely an issue of time sampling.

In case of an optimal reconstruction of the boundary

evolution, displacement measurements would be indepen-

dent of the chosen time step. In the example of Fig. 8, the

displacement between T ¼ 1 and N would thus be the same

as the sum of displacements from T ¼ 1 to 2, 3 to 4, . . ., and
N � 1 to N. We tested this on a series of 10 frames. We

measured the displacement first as the sum of displacements

using a frame interval of DT ¼ 1 and then directly with a

frame interval of DT ¼ 9 (Fig. 8 D). For boundary sections

with unidirectional motion both time steps delivered the

same result up to maximal difference of ;1 pixels. In sec-

tions with switches in motion direction the difference was

bigger (maximal 4 pixels), confirming our above assessment

of the LSM.

Morphodynamics of different cell types

We compared the morphodynamics of migrating keratocytes

and MEFs, as well as the local morphodynamics of

protruding lamellipodia of newt lung epithelial (NLE) and

PtK1 cells in a wound healing response. To visualize and

classify cell morphodynamics we constructed activity maps

in which protrusion and retraction rates are plotted in a

‘‘time-cell boundary position’’ coordinate system. Colors

indicate the boundary speed at position s and time T (Fig. 9).

The activity map of keratocyte migration confirmed a

persistent polarity between leading and trailing edges, but it

also revealed that the tail retracted in an alternating fashion

(Fig. 10 A, circles). Similarly, the MEF (movie 2) (Fig. 10 B)
showed a strong polarization and was able to maintain the

sharp division between actively protruding and quiescent

regions of the cell boundary over 16 min. This suggests that

the molecular factors that establish cell polarity can remain

spatially confined over an extended period, a finding that

FIGURE 8 Evaluation of the LSM edge interpolation. (A) Segmented

boundaries from 10 time points of a migrating MEF. Cell outlines are time

color coded. (blue) Early time points; (red) late time points. Frame interval,

20 s. (B) Detail of a boundary section with unidirectional motion. The

boundary evolution from T ¼ 1 to T ¼ 10 obtained from the LSM (white

lines) overlaid on the segmented boundaries at T¼1,2. . .9,10. (C) Detail of a

boundary section with switching between protrusions and retractions. (D)
Displacements of the cell boundary from T¼ 1 until T ¼ 10, measured once

using a frame interval of DT ¼ 1 (black curve) and once using a frame

interval of DT ¼ 9 (red curve). Image courtesy of O. Pertz.

FIGURE 9 Construction of morphodynamic activity maps. Boundary

displacements between frames 1 and 2 were filled into the first column of the

activity map. The same procedure was repeated for the following time steps.

The color at (s,T) encodes the displacement velocity at time point T and

boundary segment s. To reduce the noise, activity maps were filtered in the

time direction using smoothing splines with a smoothing factor correspond-

ing to a Gaussian filter width of ;2 time steps.
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agrees with current models that propose membrane com-

partmentalization (25). In contrast to the keratocyte, the MEF

leading edge morphology was more dynamic. We found that

periodic waves (period T ¼ 8 min) of protrusion and re-

traction traveled along the cell boundary with a constant speed

of 10.2 mm/min (Fig. 10 B, dashed lines).
Next, we mapped the leading edge morphodynamics of

NLE cells (movie 3). Again we observed waves of protrusion

and retraction (period T ¼ 1.8 min). Unlike in MEFs, the

waves were synchronized along the edge, resulting in an

activity pattern we referred to as the I-state (arrowheads I,
Fig. 10 C). In contrast, Ptk1 epithelial cells displayed a

seemingly chaotic and uncoordinated protrusion activity

(movie 4). However, the activity map (Fig. 10 E) indicated
that this complex pattern originated from a superposition of

protrusion waves traveling in opposite directions laterally

along the cell boundary with a speed of 5.9 mm/min. The

protrusion waves initiated from different points of the

boundary from which they propagated in both directions

(Fig. 10 E, arrowheads). Accordingly, we refer to this

morphodynamic pattern as the V-state.
The characteristics of propagating waves had a surprisingly

low variability over time as well as among cells, despite the

differences in trajectories and the seemingly random, explor-

atory protrusion behavior (Fig. 11, movies 5–8). The prop-

agation speed of the transversal waves was 8.2 6 3 mm/min

(n ¼ 5) and independent of the migration velocity of cells.

This suggested the existence of a universal, organizational

principle behind the protrusion patterns of migrating cells.

Perturbations of Rac1 and its effectors alter the
protrusion state

What is the molecular mechanism that leads to either

synchronous (I-state) or transversally propagating (V-state)

FIGURE 10 Comparison of morphodynamic

patterns in different cell types. (A) Activity map

of a migrating keratocyte indicating a persistent

polarity of the leading and trailing edge. Cell

protrusion at the leading is uniform, whereas

retraction at the trailing edge occurs with a left-

right periodicity (circles). Scale bar ¼ 10 mm.

Autocorrelation of the morphodynamics of

leading edge and trailing edge. Image courtesy

of P. Yam, C. Wilson, and J. Theriot. (B) MEFs

exhibited a distinct and persistent separation of

active (bracket 1) and quiescent (bracket 2)

boundary regions. Activity maps revealed

transversal protrusion waves traveling with

constant speed along the cell boundary (dashed

lines). Scale bar ¼ 20 mm. Image courtesy of

O. Pertz. (C) Leading edge protrusion of a NLE

cell. The boundary was oscillating in a coor-

dinated fashion (I-state) with a remarkably

constant frequency of 100 s (cf. autocorrela-

tion). Scale bar ¼ 3 mm. (D) Leading edge

protrusion of a NLE cell before and after

perfusion with blebbistatin. Waiting time after

perfusion before morphological profiling was

20 min. The drug treatment had no effect on the

morphodynamic state of the NLE cell and did

not markedly change the periodicity of the

I-state. Image courtesy of C. Waterman-Storer.

(E) Leading edge protrusion of a PtK1 epithe-

lial cell. Morphodynamic patterns resulted

from a superposition of transversal protrusion

waves traveling with constant speed along the

boundary (V-state). Scale bar ¼ 3 mm. Image

courtesy of J. Lim.
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waves of protrusion and retraction? I-state waves have also

been documented in MEF cell spreading assays (26,27). The

wave period observed in these studies was 246 7 s and 176

4 s, respectively, in contrast to our measurement of 100 s in

NLE cells. In both these articles wave formation was

explained via self-perpetuated, periodic actomyosin network

contractions. To test the possibility whether the generation of

I-state waves in migrating NLE cells obeys the same

molecular mechanisms as in spreading MEF, we treated

NLE cells with blebbistatin, a direct inhibitor of the ATPase

activity of myosin II (28). As illustrated in Fig. 10D, blocking
myosin activity had no effect on the morphodynamic state of

the NLE cell, nor did it markedly change the periodicity of the

I-state. Thus, we have concluded that the I-state observed in

the protrusion of migrating NLE cells is mechanistically dif-

ferent from the periodic spreading of MEFs.

Protrusion is thought to be driven by the assembly of a

dendritic network of actin filaments (14). Transversal

protrusion waves similar to our V-state have in fact been

observed inDyctosteliummotility (29) and were later brought

into connection with reaction-diffusion waves of actin

polymerization and depolymerization (30). In a very recent

study, we have described the periodicity of lamellipodium

actin network assembly in NLE cells, which were identical to

the periodicity of the I-state (31). Hence, we speculated that

the observed protrusion pattern could be mediated by actin

polymerization waves and that the morphodynamic differ-

ences between the I- and the V-states could be associated by

differences in the activation of actin assembly.

In view of the well-established regulation of lamellipodial

actin polymerization by Rac1 via stimulation of Arp2/3 (32–

38), we hypothesized that the differences between I- and

V-state could depend on the level of Rac1 activity. To test

this we measured the morphodynamics of control PtK1 cells

(Fig. 12 A) and PtK1 cells expressing constitutively active

Rac1(Q61L) (Fig. 12 B). Indeed, this intervention switched

the V-state in control cells into the I-state. From these data,

we conclude that in control cells Rac1 activation defines the

rate-limiting step in the transversal propagation of protrusion

waves. In the presence of Rac1(Q61L) spontaneous initiation

of protrusion in one place of the leading edge causes a quasi-

instantaneous propagation of the protrusion wave, so that the

edge activity appears synchronized over long sections of the

boundary at the spatial and temporal resolution available in

our movies.

Constitutively active Rac1 did not lead to permanent

protrusion activity, but the alternation of protrusion and

retraction phases was preserved. Also the duration of the

phases in V- and I-states was similar. This suggests a mech-

anism that antagonizes Rac1-activated actin polymerization

and is directly coupled to Rac1, i.e., elevated Rac1 activation

does not only raise the amount of stimulated Arp2/3 but at

the same time limits the rate of polymerization so that the net

amount of network assembly in one protrusion-retraction

cycle remains constant and independent of the absolute level

of active Rac1. One candidate molecule for such an

autoinhibitory protrusion mechanism is the Rac1-effector

PAK. Increased PAK activity blocks polymerization via

activation of LIM-kinase, which, in turn, inactivates cofilin

(36), leading to depletion of polymerizable G-actin. To test

this model we inhibited PAK through its PID(H83L) domain

(Fig. 12 C). In the absence of functional PAK the entire

leading edge protruded persistently at a significantly higher

rate (;30 nm/s) compared to control cells and cells ex-

pressing constitutively active Rac1 (;15 nm/s). Other than

in control cells, boundary retraction occurred through ruffles

traveling laterally along the cell boundary, creating a new

morphodynamic pattern. In contrast to protrusion waves,

which start at one point and typically travel in both

directions, retraction waves traveled only in one direction.

The propagation of retraction waves continued until they

collided with a second retraction wave traveling in the

opposite direction, forming an upside down ‘‘V’’ pattern.

Thus, we refer to this morphodynamics as the l-state. It is
not clear by which events ruffles are initiated and by which

mechanisms they propagate along the leading edge.

In a model where Rac1 activates actin assembly, but at the

same time also initiates an autoinhibitory mechanism, one

would expect that the persistence of transversally propagated

protrusion waves depends on the availability of resources for

FIGURE 11 Comparison of protrusion and retraction activity maps from

MEFs to demonstrate low variability in morphodynamic patterns despite

significantly different cell outline shapes. (A,B) Activity maps of entire cells.

Leading edge of the cell is indicated with P and trailing edge with R.

Transversal wave propagation speeds are 4.2 and 6.3 mm/min (movies 5

and 6). (C,D) Activity maps of the leading edge of polarized, but slowly

migrating MEFs. Note that the leading edge activity is the same as for the

migrating cells. Transversal wave propagation speeds 12 and 8.2 mm/min

(movies 7 and 8). Quiescent region is indicated with Q. Scale bars¼ 10 mm.
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actin polymerization downstream of Rac1. Qualitatively, this

is supported in control cells by the observation that

protrusion waves traveling toward each other do rarely

intersect but disappear after collision (Figs. 12 A, circles, and
11, B–D, circles). One explanation for this are the depleted

polymerization resources in the wake of a protrusion wave,

preventing continuing propagation of two meeting wave

fronts traveling in opposite directions. Before a new protru-

sion wave can pass the region of a previously protruding

section of the cell boundary, polymerization resources have

to be replenished by diffusion or active transport (5). How

fast the replenishment occurs can be inferred from the time

lag between two successive waves at a certain location (70–

100 s). Quite interestingly, the time lags are similar for the

I- and the V-state, supporting the idea that periodicity and

persistence but not the speed of the waves are dependent on

the local concentration of polymerization resources (e.g.,

Arp2/3, and/or polymerizable G-actin).

To test this model directly and more quantitatively, we

inhibited activation of Arp2/3 downstream of Rac1 by

overexpression of the CA domain of N-Wasp. The

morphodynamic activity maps of these cells (Fig. 12, D
and E) still exhibit spurious protrusions, but they occur less

frequently and their propagation along the cell edge is clearly

less persistent (2 min as compared to.6 min in control cells;

Fig. 12 D, bracket 1). However, the propagation speed of the

wave remained unchanged. This suggests that a critical level

of Arp2/3 is required to maintain the propagation of pro-

trusion waves but that the propagation velocity is essentially

determined by the level of Rac1 activation.

To summarize, our morphodynamic profiling method

reveals the self-propagation of protrusion waves along the

leading edge of epithelial cells. Perturbation analyses

varying the levels of active Rac1 and Arp2/3 directly and

G-actin concentration indirectly via PAK inhibition strongly

suggest a dependence of protrusion wave formation on

localized modulation of actin polymerization (Fig. 13). The

precise mechanism of self-propagation remains elusive from

our data and shall be the subject of future perturbation

studies. However, given that stimulation of integrin signals is

an established factor of Rac1 activation (39–42) we purport a

working model where force feedback induced by actin

assembly at the plasma membrane closes the loop necessary

for wave propagation. Forces counteracting Rac-mediated

elongation of actin filaments against the plasma membrane

may lead to mechanical activation of integrins in nascent

adhesion complexes, which in turn reinforce Rac1 activation.

Locally, the positive feedback is broken by limited resources

for polymerization (activated Arp2/3 and polymerizable

G-actin) providing an explanation for the temporal propa-

gation of alternating phases of protrusion and retraction.

Transversal propagation of a protrusion wave could be

FIGURE 12 Perturbation analysis of morphodynamic

patterns in PtK1 epithelial cells. (A) Control cell chara-

cterized by V-state. Image courtesy of J. Lim. (B) PtK1
cell expressing constitutively active Rac1(Q61L). It

phenocopies the I-state of NLE cells (cf. Fig. 10 C).

Image courtesy of T. Wittmann. (C) PtK1 cell expressing

Rac1(Q61L) and with PAK inhibition. The cell turns into

a hyperactivated protrusion state mediated by permanent

actin polymerization. This protrusion state is only

interrupted by transversally propagating ruffles leading

to short-term retraction of the edge. Image courtesy of V.

Delorme. (D,E) PtK1 cell with inhibited Arp2/3. This

intervention maintains the V-state but fewer and less

persistent waves are initialized. Bracket 1 indicated typical

wave persistence duration of 2min. The propagation speed

of these waves was not affected by Arp2/3 inhibition.

Image courtesy of S. Gupton. Scale bar ¼ 3 mm.
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explained by transmission of polymerization forces through

the actin network in all directions, so that laterally neigh-

boring adhesion sites are mechanically coactivated. Given

the dominantly elastic characteristics of the actin network

(43) and the short distance between the leading edge and the

site of nascent adhesion formation, force transmission is likely

to be fast, so that the activation of Rac1 in response to me-

chanical stimulation of adhesion complexes defines the rate-

limiting step for protrusion wave propagation, as observed

with the switch from the V-state to the I-state when

expressing constitutively active Rac1. To conclusively test

this model it will be necessary to probe transients in Rac1 at

the same spatiotemporal resolution as the morphodynamic

measurements and to simultaneously intervene with path-

ways that link mechanical stimulation of adhesion com-

plexes to Rac1 activation, as achieved in very recent work by

Pankov et al. (44). These authors identified Rac1 as a tunable

switch between different motile and protrusive dynamics,

very similar to our observations. They found that cells

expressing constitutively active Rac1 develop a smooth and

slow protruding cell edge. For isolated cells this can lead to

loss of cell polarity and complete inhibition of migration.

This state is equivalent to the I-morphodynamic state we

describe in this article. At intermediate Rac1 levels, they

observed random protrusions causing the cell to migrate in a

jerky fashion at medium velocity. We suspect that this state

is identical to the V-morphodynamic state, although the ab-

sence of a morphodynamic classification in Pankov et al. (44)

does not permit a comparison of the spatiotemporal organi-

zation of these protrusion states.

CONCLUSIONS

We developed a framework for the measurement of cell

morphodynamics with high spatial resolution. Patterns in

spatiotemporal protrusion activity maps revealed a high level

of organization with self-propagating waves of protrusion

and retraction. Wave parameters such as initiation frequency,

periodicity, and propagation velocity exhibited remarkably

low variability among cells and allowed us to distinguish two

main morphodynamic phenotypes. Perturbation of molecular

pathways involved in actin polymerization had a direct

impact on the morphodynamics allowing us to derive an

initial working model of the mechanism of protrusion wave

propagation. Our data support a model where the activation

level of Rac1 controls the propagation velocity. The lateral

persistence of protrusion waves depends on the relative

abundance of activated Arp2/3 and polymerizable G-actin.

Methodologically, these morphodynamic data rely on a

definition of protrusion and retraction as the boundary

displacement between two time points, integrated continuously

along the direction normal to the moving cell edge. Following

this definition, we developed the LSM, which guaranteed

topologically correct protrusion measurements over an unlim-

ited dynamic range by estimating the intermediate states of the

cell outline based on an evolutionary equation. More impor-

tant, our definition of protrusion and retraction as well as the

LSM is readily applicable to the measurement of boundary

displacements in three dimensions, where the distinction of

morphodynamic phenotypes in cell migration will be even

more difficult than in two dimensions and where visual

inspection breaks down. We analyzed data with boundary

displacements in the range between 0.5 and 30 pixels per time

step on cells with a diameter between 150 and 1000 pixels.

Besides the absence of any limitation in terms of cell shape and

deformation, the LSM bears the additional strength of being

parameter-free. No adjustments have to be made for measure-

ments on cells of different size, shape, or range of displace-

ment. Another strength of the LSM is that different models of

boundary evolution can easily be adapted by adjusting the

speed function in Eq. 1. The physics of plasma membrane and

cortex deformation is very complex and still little understood

FIGURE 13 Mechanism of Rac1 dependent prop-

agation of protrusion waves. A random burst of

polymerization initiates protrusion waves propagat-

ing transversally in both directions. The waves are

self-sustained by a feedback mechanism where

polymerization pressure activates Rac1 at adhesion

sites, which triggers Arp2/3 mediated polymeriza-

tion. Polymerization pressure exerts a force onto the

actin network. Due to network viscoelastic proper-

ties, the load is distributed onto adhesion complexes

not only right behind the protrusion region but also in

a lateral vicinity, leading to lateral propagation of the

feedback mechanism. Locally polymerization lasts

until resources are depleted. After critical resources

for polymerization are renewed in the depleted

region a new wave can be initiated. This protrusion

propagation mode leads to the V-state as observed in

the experiments (cf. Fig. 10 D).
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on a quantitative level. Yet, we found that the simplistic

assumption of a plasma membrane moving essentially

proportional to the product of distance to the boundary at

the next time point and local membrane curvature is sufficient

to reconstruct a realistic boundary evolution between two time

points. Even though with the LSM a stable solution is obtained

for any time step in the image series it is important that the

time step is chosen according to the specific morphodynamic

phenomena that are studied. With significant undersampling

critical events can be missed that cannot be recovered by

methods relying only on edge tracking.

The implementation of a stable numerical algorithm of the

evolution equation can make the LSM difficult to realize. For

this reason we developed the mechanical method that

provided, for moderate boundary deformations, excellent

approximations to our definition of protrusion and retraction

without topological violations.
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